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ABSTRCICT 

Early w o r k  on the topic of nonlinear input-output system modeling 

is due to Volterra. Moreover, Wiener’s research on nonlinear system 

identification is quite well known. Recent papers b\i k o h  and Powers on 

Volterra filtering and nonlinear system identification and Boyd, Tang 

and Chua on measuring Volterra kernels have demonstrated the feasibility 
m 

e of obtaining “good“ estimates o f  the first few kernels (eipecially the 0 
cn 
P v) 0 3  
cy a 0  
1 d . l m  first and second) of a Volterra series. However, the higher order terms 
I- urn 
W 1 0  
a =~pi r !  difficult t o  obtair: f o r  a varict.y p f  ! -pa~c :ns .  

The purpose of this paper is to introduce a new technique for r? 
rr) 
\ m 
c9 identifying nonlinear systems, and we tpgin with a single inpat -- sin512 

output system. Assuming the system is  initially at rest, we calculate 

the first kernel (first convolution integral in the continuous case or 

f l r z t  convolution sum in the discrete case). We then obtain a 

controliabie and observabie iinear reaiization in a particuiar canonicai 

form. We probe the actual nonlinear system with an appropriate input 

( o r  inputs) and determine the output (or outputs). F o r  the 1 inear 

sy5tem we compute the input that produces the same output. In the 

difference between the inputs to the nonlinear and linear systems, we 

find basic information about the nonlinear system. There is an 

interesting class of nonlinear systems for which this tvpe o f  

identification scheme should prove to be Gcccurate. 
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“LINEAR FILTER DESIGN 

1. Introduction 

Assume we have a system that can be probed with inputs to produce 

corresponding outputs, which we record. We investigate the problem of 

identifying a nonlinear mathematical model o f  this physical system. For 

simplicity we take a deterministic approach (even though statistical 

techniques can be useful in our method) because we are interested in 

discovering information about the inherent mathematical structure in the 

systems. Moreover, we shall consider only the continuous time case for 

single-input single-output models. 

Mnst n o n l i n e a r  c , y s t p m  m ~ d p !  i nn  t c r h n r q n p s  ! i:-!c!~!ii!:.q t h g  :*jnr& ~f 
’j - - - ‘ ‘ I . -  

Wiener C11) depend on the research of Volterrs C21 and the mathematics 

1°C””‘;‘ l i y l  A . 1 1 3 1 L  i n  the Volterra series and Volterr3 kernels. Rccent exce!!ent 

references for Volterra and Wiener theories are Fliess, Lamnabhi, and 

Lamnabhi-Lagarrigue C31 and Schetzen C41, respectivelv. Interesting 

n--l<---.- - - & L . - . - . . - & : - - l  - - A - l  :.-e - - - , *  
l l V . l l I I . L U ,  l , ,U”, ILI I tL.” ILUI  * a , u - L A L , # y  , ,,-!tz E’” h=. f’327.5 ir. I?’3).d. Ts7.q. 27-5 

Lnua LSJ t o r  the continuous time case ana Koh and Powers C63 for t h e  

discrete time case. All o f  the above research depends on the Lie 

algebra structure inherent in a nonlinear system. F o r  an examination o f  

this Lie algebra structure in realization theory we suggest a paper o f  

Crouch C71. 

Recent papers in the drea o f  nonlinear control have demonstrated a 

remarkable fact; many physical systems have mathematical models that are 

feedback equivalent to l i n e a r  systems. References for the equivalencc 

problem (in which the output equation is ignored) are [ a ] ,  [ ? I ,  C101, 

C111, C121, L131, C141, C151, C161. Applications are in the following 

various areas (many of the models are multi-input, multi-output) 
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i )  aircraft control. 

i i )  robotics. 

i i i )  satellite control. 

iv) chemical engineering. 

v) electric motor control. 

Authors have also investigated the problem of determining conditions 

under which a nonlinear system with Dutput is feedback equivalent to a 

linear system with linear output ( see  C181 and C191). 

The above facts suggest the following approach to nonlinear 

modeling. Instead of trying to identify Volterra kernels, why don't we 

attelT,pt to identify ._^I I :  - - - .  - X - - A L . - - l  L L . -  
i i u i i i  i i i r a t  I r r u ~ ! d c ~ .  L I I J ~  gu5 ;?e5  Ou!' s\.sttl-iT~ tD?.rst *d 

a linear system? I f  a system is feedback equivalent to a linear system 

with linear output, we should obtain good results. I f  a system is not 

feedback equivalent, then we should obtain an "approximation" that is at 

least as good as the linear model obtained through standard techniques. 

However, the fact that so many physical systems have feedback equivalent 

!to a linear system) models is extremely encouraging. 

Our technique for identifying single-input, single-output nonlinear 

systems which are initially at rest is described as follows: 

1 )  Assume that the linear part of the system has been 

found and realized in controllable canonical form. 

Since we desire a minimum realization here, we suppose 

that o u r  state space realization is also observable. 

2 )  probe the nonlinear system with an input u producing 

an output y .  Invert the linear part of the system to 

find an input u producing the same output y. 
L 
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3 )  read the states x = ( x  1,  x , , . . . , x  ) of the linear 

system or attach a Lupnberger observer (or Kalman 

filter in the presence o f  noise). 

2 n 

4 )  determine functions ~ ( x )  and f i ( x )  so that 

for all inputs u, or more realistically, for an 

interesting finite subclass of probes u. 

Assuming that we obtain the linear part of a nonlinear system, the 

states x = ( X ~ , X ~ ~ . . . ~ X  ) ,  and the functions a ! x )  and ; > ( x ) ,  we show 

that the above techniqne ' y i ~ l d ~  excel lent results f o r  thasn cysteme_ 

havinq nonlinear mathematical models which are feedback equivalent to 

n 

rnr> t . rn i  i =hie, =-r(  n k ~ o ~ \ ~ ~ h i a  i ;--=,- r % r , - + r m r  h-,\,,-" I . F - 7 c  3 , . + n 1 9 +  
- - . I " .  - A * - - * -  Y l l Y  I Y 4 L I  .YY* . .  * A I l L Y l  - , " - , " L , * * d  " Y ' * ' ' y  * * , % - U t  " U * W , . " Y .  

I n  section 2 o f  this paper w e  consider the Volterra 5eries 

approach, several Example.=,, and prove a result concerning o c ~ r  

. . .  - I .  , .  i ;e: t i i i i L d t i 01 I L r i i ;  r i  i que. J Y C i l U I :  3 L C ! ! L d l l l b  C L l L > L L i 5 5 ; l J I l  U i  i U L L i l  I? 

directions and related problems. 

2. An Identification Technique 

We start with a state space representation of a nonlinear system 

and derive a Volterra series expansion via the formulas found in C31. 

Our single-input, single-output nonlinear system is 

Act, = f(x) + ug!x)u 

( 2 . 1 )  ,y!t) = h(x) 

where f and g are real analytic vector fields on I f ?  h is a real 
-n 

L. 7 'I , . IJ = 1 ' ~ I  t i .- fL!nCti;K;, :i is thp r=-.tr;: 2 r  i:p:-;;t 2nd f 3F-;c! !? 5.3t:) '.,:<z;.:p: z t  



the origin. If dh denotes the gradient of h and < * , e )  denotes the 

duality o f  one forms and vector fields, then the L i e  Oerivative a f  h 

with respect to f is 

L h = <dh,f). 
f 

Similarly, we can define 

2 2 L h, Lfh, = L (L  h ) ,  L h, L L h ,  L L h, e t c .  
9 f f  9 9 f  f g  

The Volterra series for the system starting at the origin a t  time 

t = O  is 

Her e 

( 2 . 3 )  

Since f ! O j  = 0 ,  we take all vo in the above summations t o  b e  0 .  
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O R w D m  P&3€ 13 
OF POOR QUALm 

Example 2.1. We consider the 2-dimensional nonlinear system 

( 2 . 4 )  

1' 
y = h(x) = x 

Computing some Lie derivatives we find L L h(0) 
g f  

= 1 in 

3 
w (t,rl)7 L L L L h(0) = 2 
1 9 f g f  

in 

3 3  and L L L L L L h(0) = 4 in w (t,T3'T2,T1). In fact we can find g f g f g f  3 

at least one nonzero term in each of w ,w , . . . , w  )... givlng us an 

infinite number of nonzero Volterra kernels cgrresDondlPa t o  an ~qfinlte 

1 2  5 

dimensional Lie algebra structure associated with system (2.4). 

Suppose t h a t  we do not know system ( 2 ' . 4 ) ,  hut use l i r ~ a r  analysis 

to identify the linear part of the system which is associated Nith the 

first Volterra kernel in (2.3). After realization in controllable 

( 2 . 5 )  

1 '  
y = x  

For  an input u into the nonlinear system we obtain an output 

Y(t), which we as5ume is smooth. Substituting y(t) into (2.5) and 

differentiating we have 

2 pet, = j ,  = x 1 

L -  
= u  x2 y(t) = - 



Thus plugging u into the linear system yields the same output as 

substituting u into the nonlinear system. I t  is clear from ( 2 . 4 !  (if 

L 

we knew such equations) that 

y(t) = i - 
1 - x2 

2 and u = x 1  + u . 
L 

We do know u,u and x 1  = y (the output of the linear system). L 
I 2  

L '  
u - u = x for pairs of inputs u and u L 1 

If we recognize that 

then we have identified the nonlinear system in an extremely easy 

into the nonlinear system t4 manner. For example, the input u = 1 - - 4 

2 2 
t 2 -  
3 

t4 Then u ,  - u = 1 - ( 1  - ?) = (-4 - x ,  . t2 the identical output - 
2 .  i 't i 

that we mentioned in the introduction. 

The preceeding example is of mathematical interest. An example of 

a physical system for which our 4 step technique should prove useful 

is the single link manipulator with joint elasticity C171. To conserve 

pages we shall not work out the details here. 

In step 4 o f  our technique we a r e  to determine functions c . ( x )  and 

( 3 ( x )  50 that u = d x )  + 13%) u. In our examples we have the special 
L 

case that p ! x )  Z 1 and then identify a ( x ) .  

It is well understood that for a controllable and observable linear 

system of dimension n, there are n2 parameter that must be identified as 

is easily seen in a canonical form (either controllable or observable). 



Let's consider the possibility of a canonical form f o r  3 nonlinear 

system which is feedback equivalent to a controllable and observable 

linear system o f  dimension n. 

For feedback equivalence there are three types of operations 

i nvo 1 ved : 

a) state space coordinate changes 

b) nonlinear feedback of the fo rm u + a ( x )  

c )  space dependent input changes c j f  the form $(X)U, where 

, G ( x )  is nonvanishing. 

Most  feedback equivalence results are local in nature, 50 we assume that 

a!! discussions in this p a p e r  ktzld f z i -  50me z p e ~  n e i ~ h b o i - k ~ o o d  o f  

o r i g i n  in state space. 

Suppose we consider the nonlinear syztem on I]?' 

y = c x  
1 1  

Y 

+a x +...+a x +cl(X) a l X l  2 2 n n 

+ c x +...+ c x = h 2 2  n n  

wlipre & . ( X I  and / > ( x )  are real analytic, p(x)  is nonvanishinq with 

PCO) = 1 ,  and dh,dL h, ..., dLf h are linearly independent. I t  is v e r y  
h- 1 

P 
easy to see that letting u = o.(io + g(ic)u, we have a controllable and 

L 

observable linear system with controllable canonical fcjrm 
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(2.7) % .1 
' *  2 

x 
X 
. n- 1 
n 

2 
X 

x 3  

X n 
1 1 2'2 a x +a Y +., +a x n n  

L 
+ U  

y = c '< + c2x2+...+ a x . 1' 1 n n  

Thus systems like (2.6) fit o u r  technique for identifying nonlinear 

system which are feedback equivalent to linear systems having linear 

output. 

Theorem 2.1. A nonlinear system (2.1) which is feedback equivalent to a 

controllable and observable n-dimensional linear system (with linear 

clit;ut) car! b e  p l i t  in the  f n r m  !2.6!. 

Proof: The state space coordinate changes ( t ,  ,p2, . . . , ) to ~ O V E  the 

dyn.;.ic equstinr! 

n 

; = f!x) + u g ! x )  

from (2.1) in the direction o f  Brunovsky canonical form must satisfy the 

K <d;S1,(ad f,g)? = 0, 

<dc2,(ad f , g ) >  = 0, 

k = 0,1,...9n-2 

k 
k = 0,l ,... ,n-3 

( 2 . 8 )  



k Here (ad f,g) is the usual Lie bracket notation (see C131. 

coordinate changes equations 12.1) become 

(2.9) 

+ u  

Under such 

The state space coordinate transformations = (cl,e23...,a: 1 are not 

unique. It is shown in C181 that if system (2 .1)  is feedback equivalent 

n 

transformations gives us that linear output. Hence, with this c h o i c e ,  

we can assume the output equation in ( 2 . 9 )  is y = cltl + c F t 2  -e . . .+  

Cn'n' 

- -  

r.. r- 

If P C O )  = 1, we have the desired form. Assume B ( 0 )  = r, r ? 

1 .  and 1-t 

(2.10) 

Then (2 .91  becomss 

(2.11) 

1 Xn 
i 
a, x , +a x +. . .+a x,?+a(  x ) 2 2  ?- . .  

+ u  

0 
c! 

0 

p ( ;.: ) 

Y = c x +c x +...+ c x 1 1  2 2  n n  

-1 0- 



with p ( 0 )  = 1. 0 

In example 2.1, if w e  attempt to identify the nonlinear system by 

our technique, the first step is to model the linear part of the system. 

Then we pursue the function c ? l ( x ) ,  which is a function of the states of 

the linear system. 

However, consider the following diagram where NL denotes the 

nonlinear system, and L inverse is the inverse o f  the linear system 

(the linear part that we have identified). 

* I ----I 
I 
l a  

F i g u r e  1 

Here u and y are the input and output ot t h e  nonlinear system, 

respectively. The function ili: is the difference of u and u, but we L 

have no need to identify i t  precisely. For  example, suppose we are to 

stabilize the nonlinear system about the 0 equilibrium point. 

K = Ck k . . . ,k 1 to stabilize the Choose a feedback matrix 

linear part of the system and apply the following diagram, where L 

1' 2'  n 

denotes the 1 inear system. 

I--- I 

I 1KI+ 



3. Related Problems 

The following discussion involves possible computer-aided methods 

for implementing the modeling technique introduced in the first two 

sections of this paper. 

Suppose we consider a physical system that we probe with a finite 

number o f  inputs and record the corresponding outputs. If we wish to 

model this system as an nth order controllable and observable linear 

system, we first establish a criterion (usually least squares) for 

"closeness o f  match." We assume a model (e.g. controllable form) 

( 3 . 1 )  

r L, 
I :2  
I :  

[' 

1 ;  1 C! 

1 '  
y = c x +c Y + . . . + E  x 7 

1 1  2 ' 2  n n  

and compute the parameters alla2'...ran7c:'c2'...~c giving us a "best 

match. I' 

n 

Thus we have approximated our system by a linear model in canonical 

form. Since those nonlinear systems that are feedback equivalent to a 

linear system with linear output contain the linear systems as a proper- 

subclass, we use the identified linear model (3.1) as a first step in 

our more general process. We consider the "canonical form" 
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( 3 . 2 )  

ic 
.1 
2 X 

x 
x 
. n- 1 
n 

2 
3 

X 
X 

2 

n 
1 1  2 2  n n a x +a x +...+a x + c x o ( )  

)' = c x +c x +...+ C x $ 1 1  2 2  r! n 

f U  

Invert the linear system (3.1) to obtain the 

0 
0 

0 

f i ( x )  

finite number of 

corresponding inputs u having the same outputs y a5 t h e  nonlinear 
L 

u = a(x)+~3x)u. Perhaps an appropriate method here is t o  assume i 1-1 

that a ( x )  and O(x) are in some standard set of functions; e .? .  

L 

p o i v n o m i a i s  o f  g e g r e e  m r  

Here we have used a multi-index notation f o r  the coefficients a ( x )  and 

(Ax), and x = ( X ~ ~ X ~ ~ . . . ~ ~  ) .  For example w e  set 
n 

2 
1 1  2 2  n n l r l  1 1,2 1 2 lrn 1 n a(x) = a x +a x +...+a x +Q x +a x x +...+a x x + 

m 
292 2 293 2 3 m9m7...;n n 

x .  2 
.3i x +a x x +..*+a 

Plans are to set up simulation studies a5 well as prove results 

concerning the above method. 
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